
Insurer Use of AI in  
Medicine and Health Care 
Draws Expansive Scrutiny 

By Robert B. Hille and John W. Kaveney 

The concept of artificial intelligence has permeated almost all 
aspects of society. AI is being implemented more and more each day 
by major technology companies to try to improve daily living and 
optimize the delivery of data and information in our daily lives. AI 
is also being viewed as a tool that will revolutionize and improve the 
delivery of health care.  
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On the provider side, AI is being used 

as a tool to improve patient care. For 

example, efforts are being made to use AI 

to improve the diagnosing of patients, 

analyzing medical images, and predict-

ing patient outcomes to better anticipate 

complications and best courses of treat-

ment, including which prescription 

medications to incorporate. 

Insurers are also using AI tools to per-

sonalize health services and products, 

predict future events and potential 

patient health risks more accurately, and 

improve the processing and payment of 

medical claims.  

However, while these uses by insurers 

can have a positive impact on the deliv-

ery of care, many in the health care 

industry, and federal government, have 

raised concerns about other uses of AI by 

insurers. Specifically, insurers are increas-

ingly using AI to process and evaluate 

claims absent the human element and 

the necessary expert review, resulting in 

concerns that outcomes are being deter-

mined solely by algorithms. In such sce-

narios, individual patient reviews by an 

experienced and qualified reviewer is tak-

ing a back seat to where a case fits within 

a data population. While patients and 

patient outcomes may form data, they 

are not simply data points to be subjected 

to a formulaic approach. Each case is 

unique and fluid. 

Federal Definition of AI 
The federal government has statutori-

ly defined AI as, “a machine-based sys-

tem that can, for a given set of human-

defined objectives, make predictions, 

recommendations, or decisions influenc-

ing real or virtual environments.”1 AI sys-

tems use machine- and human-based 

inputs to “perceive real and virtual envi-

ronments;…abstract such perceptions 

into models through analysis in an auto-

mated manner; and…use model infer-

ence to formulate options for informa-

tion or action.”2 It is these machine- and 

human-based inputs that greatly shape 

how such a system functions and can 

lead to potential problems.  

Problems with AI use arise with inher-

ent data biases, incomplete or unreliable 

data and inaccurate or inflexible algo-

rithms that lead to skewed results. Care 

then is misdirected to the individual 

based on the population’s needs rather 

than the individual’s. The resulting care 

the tool directs is consequently popula-

tion rather than patient driven. 

An analogy would be if a robotic surgi-

cal instrument was programmed on the 

sum total of the surgical patient popula-

tion rather than to respond to the indi-

vidual patient’s particular anatomy. Cut-

ting into a patient on where an artery 

should be rather than where it is demon-

strates the harm from eliminating indi-

vidual patient needs from the care ren-

dered. 

Federal Concerns Regarding Coverage 
and Claim Denials 

AI’s recent spotlight has been in the 

Medicare Advantage (MA) arena. There, 

fears have been raised that AI is being 

used to enhance improper coverage and 

claims denials on medications and other 

health procedures and treatments.  

Accusations of improper denials by 

Medicare Advantage Organizations 

(MAO) are not new. Such abuse has been 

on the federal government’s radar for sev-

eral years. In 2018, the U.S. Department 

of Health and Human Services Office of 

Inspector General (OIG) issued its report 

on “Medicare Advantage Appeal Out-

comes and Audit Findings Raise Con-

cerns About Service and Payment 

Denials.”3 There, the OIG found “wide-

spread and persistent problems related to 

denials of care and payment in Medicare 

Advantage plans.”4 The OIG’s report also 

noted that MA plans “overturned 75 per-

cent of their own denials” while at the 

same time, “beneficiaries and providers 

appealed only 1 percent of denials to the 

first level of appeal.”5 Largely predating 

AI use by insurers, the widespread denial 

errors noted in the report may form, 

inadvertently or by design, a biased data 

population that would skew MAO claims 

outcomes in favor of denials. This would 

place greater sums in the pocket of 

insures despite them receiving that 

money based on representations to the 

government that the money was needed 

to compensate for the care they later 

denied. 

A June 2022 OIG claims study further 

substantiated government fears of abuse.6 

Reviewing a random sample of prior 

authorization and payment denials by 15 

large MAOs in 2019, the OIG found only 

13% of coverage denials and only 18% of 

payment denials met Medicare MA rules.7 
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The report also identified the avoidable 

delays, additional work, and administra-

tive burdens that the inappropriate 

denials caused that negatively impacted 

patient care and placed avoidable bur-

dens on providers.8 Based on its review, 

the OIG recommended the Centers for 

Medicare and Medicaid Services (CMS) 

“issue new guidance on the appropriate 

use of MAO clinical criteria in medical 

necessity reviews; update its audit proto-

cols to address the issues identified in this 

report…; and direct MAOs to take addi-

tional steps to identify and address vul-

nerabilities that can lead to manual 

review errors and system errors.”9  

Following these troubling OIG find-

ings, on Nov. 3, 2023, members of the 

United States House of Representatives 

noted their concerns to the Centers for 

Medicare and Medicaid Services (CMS) 

over the “increased reliance on artificial 

intelligence…or algorithmic software” by 

MA plans to guide coverage decisions.10 

These representatives expressed that the 

use of AI software, such as naviHealth, 

myNexus, and CareCentrix, “led to cov-

erage decisions that are more restrictive 

than allowed under traditional Medicare 

rules, as well as more frequent and 

repeated denials of care.”11  

MA plans responded by saying AI was 

providing guidance to improve patient 

care, but those representatives feared it 

was instead being used to make coverage 

determinations. Thus, they called on 

CMS to “increase oversight” of the AI 

tools being used by MA plans.12   

The American Medical Association’s 
AI Concerns 

The American Medical Association 

(AMA) has also weighed in on the debate 

over the use of AI by insurers. At its June 

2023 annual meeting, the AMA House of 

Delegates adopted a new policy “calling 

for greater regulatory oversight of insur-

ers’ use of AI in reviewing patient claims 

and prior authorization requests.”13 The 

policy also “calls for health insurers utiliz-

ing AI technology to implement a thor-

ough and fair process that is based on clin-

ical criteria and includes reviews by physi-

cians and other health care professionals 

with expertise for the service under review 

and no incentive to deny care.”14 

Following up on this policy, in 

November 2023, the AMA Board of 

Trustees issued seven principles for the 

development of equitable and responsi-

ble AI tools and use in health care.15 These 

key principles “call for comprehensive 

policies that mitigate risks to patients 

and physicians, ensuring that the bene-

fits of AI in health care are maximized 

while potential harms are minimized.”16 

The AMA principles include the follow-

ing categories:17 

 

• Oversight—encouragement of a 

“whole of government” approach to 

mitigating the risks of AI in health 

care while also acknowledging the 

critical role non-government entities 

must play in this oversight 

• Transparency—emphasis on trans-

parency and developing laws that 

mandate the sharing of key character-

istics and information regarding the 

design, development, and deploy-

ment processes for AI in health care 

• Disclosure and Documenta-
tion—appropriate disclosure and 

documentation when AI directly 

impacts patient care, access to care, 

medical decision making, communi-

cations, or the medical record 

• Generative AI—development and 

adoption of policies to anticipate and 

minimize negative impacts that have 

been associated with generative AI 

• Privacy and Security—prioritiza-

tion of robust measures to protect 

patient privacy and data security 

when developing AI tools 

• Bias Mitigation—proactive identifi-

cation and mitigation of bias in AI 

algorithms to promote fair and inclu-

sive care that is free from discrimina-

tion 

• Liability—advocacy for the limita-

tion of physician liability when using 

AI tools 

Patient Suits Challenging  
the Use of AI 

The OIG, Congress, and the AMA are 

not the only ones responding to AI’s 

expansion into health care and raising 

concerns over its misuse. Patients are also 

pushing back as evidenced by recent law-

suits against several insurers.  

In July 2023, a lawsuit was filed 

against Cigna Health in the United States 

District Court for the Eastern District of 

California.18 That complaint alleges that 

during two months in 2022, over 

200,000 payment requests were denied 

using AI tools, with an average estimated 

review time by a doctor of only 1.2 sec-

onds per request.19 If proven, this case 

would validate the concerns that under 

the guise of a tool to assist employees and 

speed up approvals and the delivery of 

care/reimbursement, AI is being misused 

with the purpose of denying pre-autho-

rizations and/or reimbursement to 

increase insurers’ bottom lines.   

Similarly, a lawsuit was filed in 

November 2023 against UnitedHealth-

care in the United States District Court 

for the District of Minnesota.20 According 

to that complaint, “[t]he nH Predict AI 

Model determines Medicare Advantage 

patients’ coverage criteria in post-acute 

care settings with rigid and unrealistic 

predictions for recovery. Relying on the 

nH Predict AI Model, Humana purports 

to predict how much care an elderly 

patient ‘should’ require but overrides real 

doctors’ determinations as to the 

amount of care a patient in fact requires 

to recover.”21 Moreover, the lawsuit 

alleges Humana limits employees from 

deviating more than 1% from the num-

ber of days predicted by the AI Model 

thereby creating a financial windfall to 

Humana due to the increased number of 

denied claims.22 

In December 2023, a lawsuit was filed 
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against Humana, in the United States 

District Court for the Western District of 

Kentucky. That suit alleges that Humana 

is improperly using an AI Model to “over-

ride real treating physicians’ determina-

tions as to medically necessary care 

patients require.”23 To do so, it is claimed 

that Humana wrongfully bases its claim 

denials on aggregated patient data rather 

than the opinions of doctors reviewing 

the specific circumstances of individual 

patients.24  

Federal Government Action 
Amid these various investigations, 

policy statements/positions, and law-

suits, the White House has been asserting 

its position on standards for the use of AI 

in health care. 

When President Donald Trump took 

office in January, he issued Executive 

Order 14179, titled “Removing Barriers to 

American Leadership in Artificial Intelli-

gence,” which laid the groundwork to 

negate parts of the executive order Presi-

dent Joe Biden released in October 2023, 

titled “Safe, Secure, and Trustworthy 

Development and Use of Artificial Intelli-

gence.” Biden’s order had included a 

series of directives to the Secretary of 

Health and Human Services (HHS) “[t]o 

help ensure the safe, responsible deploy-

ment and use of AI in the healthcare, 

public-health, and human-services sec-

tors.”25  Trump’s order sets U.S. policy to 

“sustain and enhance America’s global AI 

dominance in order to promote human 

flourishing, economic competitiveness, 

and national security,”26 mandating a 

review of the Biden order and other regu-

lations within 180 days in order to devel-

op an action plan.  

Conclusion 
While many questions remain regard-

ing what direction AI will take in the 

future, this new technology is only going 

to further integrate itself into the fabric 

of the health care sector. In response, 

insurers are almost certain to continue 

deploying this technology in the claims 

adjudication, payment, and appeal 

processes.  

For those insurers and those responsi-

ble for their oversight, the focus must be 

on ensuring AI technology is being used 

appropriately to advance care rather 

than as a tool to withhold patient med-

ical benefits and provider reimburse-

ment.  

This is only the first chapter in the AI 

story. There are many more yet to be 

written.  

 

An earlier version of this article first 

appeared in the Summer 2024 edition of the 

Healthcare Financial Management Associa-

tion New Jersey chapter’s Garden State 

FOCUS magazine. n 
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